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#### Abstract

Let $R$ be an integral domain. In this paper, we introduce a sequence of factorization properties which are weaker than the classical UFD criteria. We give several examples of atomic nonfactorial monoids which satisfy these conditions, but show for several classes of integral domains of arithmetical interest that these factorization properties force unique factorization. In particular, we show that if $R$ satisfies any of our properties and is a Krull domain with finite divisor class group, a nonmaximal order in an algebraic number field, or a generalized Cohen Kaplansky domain, then $R$ in fact must be factorial. © 1998 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Throughout this paper, a monoid $H$ is assumed to be commutative and cancellative. We write $H$ multiplicatively and denote by $1 \in H$ its identity element and by $H^{\times}$ its group of invertible elements. $H$ is called reduced if $H^{\times}=\{1\}$. We use the basic notions of divisibility theory as in [12, Section 6]. By passing from $H$ to $H / H^{\times}$, we may assume that $H$ is reduced whenever this is convenient. The irreducible elements of $H$ are called atoms and $H$ is called atomic if every $a \in H \backslash H^{\times}$is a product of

[^0]atoms. Much recent literature has been devoted to the study of factorization properties of monoids (see, e.g., $[10,13,15]$ ). Such studies take on added significance since they have immediate applications to ring theory. For an integral domain $R$, we denote by $R^{\bullet}=R \backslash\{0\}$ its multiplicative monoid of nonzero elements, and describe the factorization properties of $R$ by means of the monoid $R^{\bullet}$. In particular, we say that $R$ has some factorization property $\mathbf{P}$ (e.g., being atomic or factorial) if $R^{\bullet}$ has property $\mathbf{P}$.

If a monoid $H$ is atomic but not factorial, then the factorization of a nonunit of $H$ into atoms is usually not unique. Several notions and arithmetical measures describing the degree of nonuniqueness of factorizations have been introduced in the literature, mainly for Dedekind domains (see [5] for a summary).

In this paper, we introduce a sequence of factorization properties which are weaker than unique factorization. We give simple examples of atomic nonfactorial monoids having these factorization properties, but are unaware of similar examples for integral domains. On the contrary, for large classes of domains of arithmetical interest, we show that our factorization properties already force unique factorization.

## 2. Definitions and examples

We motivate our work with a proposition.
Proposition 2.1. For a natural number $n$ and atomic monoid $H$, the following statements are equivalent:
(1) If $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{l}$ are not necessarily distinct atoms with $a_{1} \cdots a_{n}=b_{1} \cdots b_{l}$, then $n=l$ and after reordering, $a_{i}$ and $b_{i}$ are associates.
(2) If $a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{1}$ are not necessarily distinct atoms where $1 \leq m \leq n$ with $a_{1} \cdots a_{m}=b_{1} \cdots b_{l}$, then $m=l$ and after reordering, $a_{i}$ and $b_{i}$ are associates.
(3) If $b, a_{1}, \ldots, a_{n}$ are not necessarily distinct atoms of $H$ and $b \mid a_{1} \cdots a_{n}$, then $b$ is associated to $a_{i}$ for some $i$.
(4) If $1 \leq m \leq n$ and $b, a_{1}, \ldots, a_{m}$ are not necessarily distinct atoms of $H$ with $b \mid a_{1} \cdots a_{m}$, then $b$ is associated to $a_{i}$ for some $i$.
(5) If $1 \leq i \leq m \leq n$ and $b_{1}, \ldots, b_{i}, a_{1}, \ldots, a_{m}$ are not necessarily distinct atoms of $H$ with $b_{1} \cdots b_{i} \mid a_{1} \cdots a_{m}$, then, after reordering, $b_{j}$ and $a_{j}$ are associates for $j=1, \ldots, i$.

Proof. Clearly we have (5) $\Rightarrow(4) \Rightarrow(3)$ and $(2) \Rightarrow(1)$.
(3) $\Rightarrow$ (2): Suppose that $a_{1} \cdots a_{m}=b_{1} \cdots b_{l}$. Now $b_{1} \mid a_{1} \cdots a_{m} a_{m}^{n-m}$, so $b_{1} \mid a_{i}$ for some $i$. After reordering, we can take $i=1$ and since $a_{1}$ and $b_{1}$ are atoms, they are associates. Cancelling $a_{1}$ from both sides, we get $a_{2} \cdots a_{m}=\lambda b_{2} \cdots b_{l}$ for some unit $\lambda$. Continuing in this manner, we obtain $m=l$ and after reordering $a_{i}$ and $h_{i}$ are associates.
$(1) \Rightarrow(5)$ : Suppose $b_{1} \cdots b_{i} \mid a_{1} \cdots a_{m}$; so $b_{1} \cdots b_{i} c_{1} \cdots c_{s}=a_{1} \cdots a_{m}$ for some atoms $c_{1}, \ldots, c_{s}$. Then $b_{1} \cdots b_{i} c_{1} \cdots c_{s} a_{m}^{n-m}=a_{1} \cdots a_{m} a_{m}^{n-m}$. Thus, $i+s+n-m=n$ so $i+s=m$. After reordering we get $b_{j}$ and $a_{j}$ are associates for $j=1, \ldots, i$ (and also $c_{j}$ and $a_{j}$ for $j=i+1, \ldots, s)$.

Definition. An atomic monoid satisfying any of the five equivalent conditions of Proposition 2.1 is said to be $n$-factorial.

By slighty weakening condition (1), we obtain a condition of some further interest.
$\left(1^{*}\right)$ If $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ are not necessarily distinct atoms with $a_{1} \cdots a_{n}=b_{1} \cdots b_{n}$, then, after reordering, $a_{i}$ and $b_{i}$ are associates.

Definition. An atomic monoid $H$ satisfying ( $1^{*}$ ) is called quasi-n-factorial.
We also consider a third condition.
Definition. An atomic monoid $H$ is called square-factorial if whenever $u, v$ and $w$ are irreducible elements of $H$ with $u^{2}=v w$ then $u$ and $v$ are associates.

An atomic integral domain $R$ is called $n$-factorial, quasi- $n$-factorial or square-factorial if its corresponding monoid $R^{\bullet}$ has these properties.

It was proved in [13] that if the ring of integers of an algebraic number field is square-factorial, then it is already factorial. In this paper we shall extend this property to a large class of domains. We open with some simple consequences of our definitions.

Remark 2.2. Let $H$ be an atomic monoid.
(1) $H$ is 1 -factorial.
(2) If $H$ is $n$-factorial, then $H$ is quasi- $n$-factorial.
(3) $H$ is factorial if and only if $H$ is $n$-factorial for all $n \geq 1$.
(4) If $H$ is (quasi-) $(n+1)$-factorial then $H$ is (quasi-) $n$-factorial. This follows immediately from Proposition 2.1.
(5) If $H$ is quasi-2-factorial, then $H$ is square-factorial.

Example 2.3. For $n \in \mathbb{N}, n \geq 2$, the additive monoid $H=\langle n, n+1\rangle \subset \mathbb{N}_{0}$ is $(n-1)$ factorial, but not $n$-factorial, and is quasi- $k$-factorial for all $k \in \mathbb{N}$.

Proof. In order to prove that $H$ is $(n-1)$-factorial, suppose that there is an equation of the form

$$
a n+b(n+1)=a^{\prime} n+b^{\prime}(n+1)
$$

where $a, b, a^{\prime}, b^{\prime} \in \mathbb{N}_{0}$ and $a+b=n-1$. We must prove that $a=a^{\prime}$ and $b=b^{\prime}$. Since $b \equiv b^{\prime}(\bmod n)$ and $b<n$, we have $b^{\prime}=b+b^{\prime \prime} n$ for some $b^{\prime \prime} \in \mathbb{N}_{0}$, and

$$
a=a^{\prime}+b^{\prime \prime}+b^{\prime \prime} n
$$

follows. From $a<n$ we conclude that $b^{\prime \prime}=0$, and $a=a^{\prime}$ follows.
The equation $n(n+1)=(n+1) n$ shows that $H$ is not $n$-factorial.
In order to prove that $H$ is quasi- $k$-factorial for $k \in \mathbb{N}$, observe that, for all $a, a^{\prime} \in\{0$, $1, \ldots k\}$, an $+(k-a)(n+1)=a^{\prime} n+\left(k-a^{\prime}\right)(n+1)$ implies $a=a^{\prime}$.

Example 2.4. Let $m>k \geq 1$ be natural numbers and $n=(k+1) m$. Then the additive monoid $I I-\langle n, n+1, n+k+1\rangle \subset \mathbb{N}_{0}$ is $k$-factorial but not quasi- $(k+1)$-factorial.

Proof. In order to prove that $H$ is $k$-factorial, assume that there is an equation of the form

$$
a n+b(n+1)+c(n+k+1)=a^{\prime} n+b^{\prime}(n+1)+c^{\prime}(n+k+1),
$$

where $a, b, c, a^{\prime}, b^{\prime}, c^{\prime} \in \mathbb{N}_{0}$ and $a+b+c=k$. This implies $b \equiv b^{\prime}(\bmod (k+1))$ and hence $b^{\prime}=b+(k+1) b^{\prime \prime}$ with $b^{\prime \prime} \in \mathbb{N}_{0}$, since $b \leq k$. Inserting this, dividing by $(k+1)$ and putting $a=k-b-c$, yields

$$
k m+c=a^{\prime} m+b m+(k+1) m b^{\prime \prime}+b^{\prime \prime}+c^{\prime}(m+1) .
$$

Since $k m+c<k m+m=(k+1) m$, it follows that $h^{\prime \prime}=0, c^{\prime} \leq k$ and $c \equiv c^{\prime}(\bmod m)$, which implies $c=c^{\prime}$. Finally $k=a^{\prime}+b+c^{\prime}$ implies $a=a^{\prime}$.

The equation $(k+1)(n+1)=k n+(n+k+1)$ shows that $H$ is not quasi- $(k+1)$ factorial.

Our next two examples involve block monoids, which will also be of importance later in the study of Krull monoids. Let us recall the definition. For any set $P$, we denote by $\mathscr{\mathscr { F }}(P)$ the free abelian monoid with basis $P$. Its elements are of the form

$$
S=\prod_{p \in P} p^{v_{p}(S)},
$$

where $v_{p}(S)$ are nonnegative integers, almost all equal to zero. If $G$ is an additive abelian group and $G_{0}$ is a subset of $G$, then we call

$$
\mathscr{B}\left(G_{0}\right)=\left\{B \in \mathscr{F}\left(G_{0}\right) \mid \sum_{g \in G_{0}} v_{g}(B) g=0 \in G\right\}
$$

the block semigroup over $G_{0}$. The elements of $\mathscr{B}\left(G_{0}\right)$ are called blocks.
Example 2.5. Denote by $C_{n}$ the cyclic group of order $n$ (written additively), and write $C_{n}=\{0,1, \ldots, n-1\}$. It is easily verified that the block semigroups $\mathscr{B}\left(C_{2} \oplus C_{2}\right)$ and $\mathscr{B}\left(C_{3}\right)$ are quasi-2-factorial, but not 2 -factorial.

Let $n \geq 2$ be a positive integer. We construct a $n$-factorial monoid which is not factorial. Let $G=\sum_{i=1}^{n} C_{n+3}$ and

$$
G_{0}=\{(1,0, \ldots, 0),(0,1,0, \ldots, 0), \ldots,(0, \ldots, 0,1),(n+2, n+2, \ldots, n+2)\} .
$$

By an argument similar to that used in [6, Example 7], $\mathscr{B}\left(G_{0}\right)$ is $n$-factorial but not $(n+1)$-factorial.

Now, let $k$ and $j$ be positive integers with $k>1$ and $j>2$. By the argument presented in [7, Example 4.14], $G=\mathbb{Z}^{k}$ with

$$
\begin{aligned}
G_{0}=\{ & (1,1, \ldots, 1),(-1,0, \ldots, 0), \ldots,(0, \ldots, 0,-1) \\
& (j, 0, \ldots, 0), \ldots,(0, \ldots, 0, j),(-j,-j, \ldots,-j)\}
\end{aligned}
$$

yields a block semigroup $\mathscr{B}\left(G_{0}\right)$ which is $\min \{k, j\}$-factorial.

## 3. Krull monoids and Krull domains

We start with a simple but useful lemma whose proof is obvious.

Lemma 3.1. Let $f: H \rightarrow D$ be a homomorphism of reduced atomic monoids.
(i) Suppose that $f$ is injective and, for every atom $u$ of $H, f(u)$ is an atom of $D$. If $D$ is $n$-factorial (resp. quasi-n-factorial or square-factorial), then so is $H$.
(ii) Suppose that $f$ is surjective and has the following property: If $x \in H$ and $a, b \in D$ are such that $f(x)=a b$, then there exist $u, v \in H$ satisfying $x=u v, f(u)=a$ and $f(v)=b$. If $H$ is $n$-factorial (resp. quasi- $n$-factorial or square-factorial), then so is $D$.

For Krull monoids, we refer the reader to [8, 12] or [16]. By [8], every Krull monoid $H$ splits in the fomm $H=H_{0} \times H^{\times}$where $H_{0}$ is a submonoid of a free abelian monoid with basis $P, H_{0} \subset \overline{\mathscr{F}}(P)$, such that the following two conditions hold:

1. If $a, b \in H_{0}$ and $a \mid b$ in $\mathscr{F}(P)$, then $a \mid b \in H_{0}$.
2. Every $a \in \mathscr{F}(P)$ is a greatest common divisor of finitely many elements of $H$.

Up to isomorphism, $\mathscr{F}(P)$ is uniquely determined by $H$. The elements of $P$ are called primes of $H$. The factor group $G=\mathscr{F}(P) / H_{0}$ is called the divisor class group of $H$. It is written additively, and for $a \in \mathscr{F}(P),[a] \in G$ denotes the class containing a. The submonoid $H_{0}=H / H^{\times}$is a reduced Krull monoid, and $H$ is reduced if and only if $H=H_{0}$.

If $G_{0}$ is a subset of any abelian group $G$, then the block semigroup $\mathscr{B}\left(G_{0}\right)$ introduced in Section 1 is a Krull monoid (see [10] for a discussion of the arithmetic of block semigroups).

If $H$ is a Krull monoid as above with class group $G$, and $G_{0}=\{[p] \mid p \in P\} \subset G$ denotes the set of all classes containing primes, then the block homomorphism $\beta: H_{0} \rightarrow \mathscr{B}\left(G_{0}\right)$ defined by

$$
\beta\left(p_{1} \cdots p_{n}\right)=\left[p_{1}\right] \cdots\left[p_{n}\right]
$$

where $p_{1}, \ldots, p_{n} \in P$ satisfies the assumptions of Lemma 3.1(ii). Therefore, we obtain the following Corollary.

Corollary 3.2. Let $H$ be a Krull monoid with class group $G$, let $G_{0}$ be the set of classes containing primes, and $\mathscr{B}\left(G_{0}\right)$ be the block monoid. If $H$ is $n$-factorial (resp. quasi-n-factorial or square-factorial), then so is $\mathscr{B}\left(G_{0}\right)$.

An integral domain $R$ is a Krull domain if and only if $R^{\bullet}$ is a Krull monoid (see [16]), and in this case the set of primes may be identified with the set of height one prime ideals of $R$. An arbitrary Krull monoid $H$ need not satisfy the weak approximation theorem (and hence it is not of the form $H=R^{\bullet}$ for a Krull domain $R$ ). Concerning the distribution of primes in the ideal classes of a Krull monoid, we have the following result.

Lemma 3.3. Let $H$ be a Krull monoid, $P$ its set of primes and $G$ its class group. For a subset $M \subset G$ we denote by

$$
\langle M\rangle=\left\{g_{1}+\cdots+g_{s} \mid g_{j} \in M\right\} \subset G
$$

the submonoid of $G$ generated by $M$.
(i) For every $p_{0} \in P$, we have $G=\left\langle\left\{[p] \mid p \in P \backslash\left\{p_{0}\right\}\right\}\right\rangle$.
(ii) If $R$ is a Krull domain and $H=R^{\bullet}$, then we have, for every finite subset $E \subset P$,

$$
G=\langle\{[p] \mid p \in P \backslash E\}\rangle .
$$

Proof. See [17]. Observe that (in the notation above)

$$
\partial: H \rightarrow H_{0} \hookrightarrow \mathscr{F}(P)
$$

is a divisor theory with class group $G$.
Theorem 3.4. Let $H$ be a Krull monoid with class group $G$.
(i) If there exists a nontrivial class of finite order containing at least two primes, then $H$ is not square-factorial.
(ii) If every class containing primes contains at least two primes, then $H$ is not quasi-2-factorial.
(iii) If $|G|>3, G \neq C_{2} \oplus C_{2}$, and every nontrivial class contains at least one prime, then $H$ is not quasi-2-factorial.

Proof. (i) and (ii) As above, we may assume that $H=H_{0} \times H^{\times}$and $H_{0} \subset \mathscr{F}(P)$, where $P$ is the set of primes of $H$. Suppose that $g \in G \backslash\{0\}$ contains two distinct primes, $p_{1}$ and $p_{2}$.

If $g$ is of finite order $n \geq 2$, then $u=p_{1}^{n-1} p_{2}, v=p_{1}^{n}$ and $w=p_{1}^{n-2} p_{2}^{2}$ are distinct atoms satisfying $u^{2}=v w$.

Assume now that $g$ has infinite order. By Lemma 3.3(i), there exist classes $g_{1}, \ldots, g_{s}$ $\in G$ containing primes such that $-g=g_{1}+\cdots+g_{s}$. We may assume that $s \in \mathbb{N}$ is minimal with this property and that $g_{1} \neq g$. For $1 \leq i \leq s$ select primes $q_{i} \in g_{i} \cap P$, and $q_{1}^{\prime} \in g_{1} \cap P$ such that $q_{1}^{\prime} \neq q_{i}$ (this is possible since each of these classes contain at
least two primes $)$. Setting $u=\left(p_{1} q_{1} q_{2} \cdots q_{s}\right), v=\left(p_{2} q_{1}^{\prime} q_{2} \cdots q_{s}\right), w=\left(p_{1} q_{1}^{\prime} q_{2} \cdots q_{s}\right)$ and $z=\left(p_{2} q_{1} q_{2} \cdots q_{s}\right)$ yields that $u v=w z$ in $H$. Now, $u$ is not an associate of $w$ since $q_{1}^{\prime} \neq q_{1}$ and $u$ is not an associate of $z$ since $p_{1} \neq p_{2}$. Hence, $H$ is not quasi-2factorial.
(iii) By Corollary 3.2, it is sufficient to prove that $\mathscr{B}(G)$ is not quasi-2-factorial. We consider three cases.

Case 1: $2 G=0$. Since $|G|>3$ and $G \neq C_{2} \oplus C_{2}$, there exist three independent elements $g, h, k \in G$ of order 2 , and the relation

$$
\begin{aligned}
& {[(g+h)(g+k)(h+k)] \cdot[(g+h+k) g h k]} \\
& \quad=[(g+h) g h] \cdot[(g+k)(h+k)(g+h+k) k]
\end{aligned}
$$

yields the assertion.
Case 2: $3 G=0$. Since $|G|>3$, there exist two independent elements $g, h \in G$ of order 3 , and the relation

$$
[g(g+h)(g+2 h)] \cdot[(2 g)(g+h)(2 h)]=[g(2 g)] \cdot\left[(g+h)^{2}(g+2 h)(2 h)\right]
$$

yields the assertion.
Case 3: There exists some $g \in G$ such that $\operatorname{ord}(g)>3$. In this case, the relation

$$
[g(2 g)(3 g)] \cdot\left[g^{2}(2 g)\right]=\left[g^{3}(-3 g)\right] \cdot[(2 g)(-2 g)]
$$

yields the assertion.

Corollary 3.5. Let $R$ be a Krull domain with nontrivial class group $G$.
(i) If some nontrivial class of $G$ of finite order contains at least two primes, then $R$ is not square-factorial.
(ii) If every nontrivial class of $G$ contains at least one prime, then $R$ is not quasi-2-factorial.

Proof. The proof of (i) follows directly from Theorem 3.4(i). For (ii), if $|G|>4$ then the result follows directly from Theorem 3.4(iii). If $|G| \leq 4$ then some nontrivial class contains infinitely primes and the result follows from part i).

For the $n$-factorial property, we can prove a slightly different version of the last theorem.

Theorem 3.6. Let $H$ be a Krull monoid with class group $G, n \in \mathbb{N}$ and $n G=0$. If $H$ is $n$-factorial, then it is already facturial.

Proof. It is sufficient to prove that every atom of $H$ is primary. For then $H$ is weakly factorial, and the assertion follows from [15, Corollary 2.9]. We may assume that $H$ is reduced and $H \subset \mathscr{F}(P)$. Let $a \in H$ be an atom and let $p \in P$ be a prime dividing $a$.

If $d$ is the order of $[p]$ in $G$, then $d \mid n, p^{d}$ is a primary atom in $H$ and $p^{d} \mid a^{n}$. Proposition 2.1(3) now implies that $a=p^{d}$.

Next we consider Krull domains with infinite cyclic ideal class group.
Theorem 3.7. Let $R$ be a Krull domain with class group $G$ isomorphic to $\mathbb{Z}$. Let $g$ be a generator of $G$ and $G_{0}$ the set of all nonzero classes of $G$ containing primes.
(i) If $G_{0}=\{g,-g\}$ then $R$ is square-factorial but not quasi-2-factorial.
(ii) If $G_{0} \neq\{g,-g\}$ then $R$ is not square-factorial.

Proof. As above, we assume that $R^{\bullet}=H_{0} \times R^{\times}$and $H_{0} \subset \mathscr{F}(P)$, where $P$ is the set of primes.
(i) By Lemma 3.3, $g \cap P$ and $(-g) \cap P$ are both infinite. The irreducible elements of $R$ which are not prime are precisely the elements $p q$, where $p \in g \cap P$ and $q \in(-g) \cap P$. If $(p q)^{2}=\left(p_{1} q_{1}\right)\left(p_{2} q_{2}\right)$, where $p, p_{1}, p_{2} \in g \cap P$ and $q, q_{1}, q_{2} \in(-g) \cap P$, then $p=p_{1}=p_{2}$ and $q=q_{1}=q_{2}$. Therefore $R$ is square-factorial. In order to prove that $R$ is not quasi-2-factorial, let $p_{1}, p_{2} \in g \cap P$ and $q_{1}, q_{2} \in(-g) \cap P$ be distinct and consider the relation $\left(p_{1} q_{1}\right)\left(p_{2} q_{2}\right)=\left(p_{1} q_{2}\right)\left(p_{2} q_{1}\right)$.
(ii) First we assert that it is sufficient to consider the following two cases:
(A) There exist $m, n \in \mathbb{N}$ such that $n \geq 2, n g \in G_{0}$, and ( $-m g$ ) $\cap P$ is infinite.
(B) There exists some $n \in \mathbb{N}$ such that $n \geq 2, n g \in G_{0}$, and the set $\{m \in \mathbb{N} \mid(-m) g \in$ $\left.G_{0}, m \not \equiv 0(\bmod n)\right\}$ is infinite.
Indeed, if $G_{0} \neq\{g,-g\}$, then by Lemma 3.3 there exists some $n \in \mathbb{N}, n \geq 2$, such that either $n g \in G_{0}$ or $(-n) g \in G_{0}$. Interchanging $g$ and $-g$ if necessary, we may assume that $n g \in G_{0}$. If there exists some $m \in \mathbb{N}$ such that $(-m) g \cap P$ is infinite, then we are in case (A). Therefore, we assume that $(-m) g \cap P$ is finite for all $m \in \mathbb{N}$. If the set $M=\left\{m \in \mathbb{N} \mid(-m) g \in G_{0}, m \not \equiv 0(\bmod n)\right\}$ is infinite, then we are in case (B). If $M$ is finite, then Lemma 3.3 implies that the set $\left\{m \in \mathbb{N} \mid(-m) g \in G_{0}, m \equiv 0(\bmod n)\right\}$ is infinite, and that there are infinitely many primes in classes $m g$, where $m \neq 0(\bmod n)$. Let $k \in \mathbb{N}$ be such that $(-k n) g \in G_{0}$, and distinguish two cases.

Case 1: $m_{1} g \cap P$ is infinite for some $m_{1} \in \mathbb{N}$. Interchanging $g$ and $(-g)$, we see that (A) holds with ( $k n, m_{1}$ ) instead of ( $n, m$ ).

Case 2: The set $\left\{n \in \mathbb{N} \mid m g \in G_{0}, m \not \equiv 0(\bmod n)\right\}$ is infinite. Interchanging $g$ and $-g$, we see that (B) holds with $k n$ instead of $n$.

Now we prove that $R$ is not square-factorial under either of the assumptions (A) or (B).
(A) Let $p_{1}, p_{2}, p_{2}^{\prime} \in(-m) g \cap P$ be distinct and $p \in n g$. Then the relation

$$
\left(p_{1}^{n-2} p_{2} p_{2}^{\prime} p^{m}\right)^{2}=\left(p_{1}^{n-2} p_{2}^{2} p^{m}\right)\left(p_{1}^{n-2} p_{2}^{\prime 2} p^{m}\right)
$$

shows that $R$ is not square-factorial.
(B) Let $m_{1}, m_{2} \in \mathbb{N}$ be distinct such that $\left(-m_{1}\right) g \in G_{0},\left(-m_{2}\right) g \in G_{0}$ and $m_{1} \equiv m_{2} \not \equiv 0$ $(\bmod n)$. Let $t \in \mathbb{N}$ be minimal such that $t m_{i} \equiv 0(\bmod n)$, and let $k, l \in \mathbb{N}$ be such that $(t-1) m_{1}+m_{2}=n k$ and $t m_{1}=n l$. Then $t \geq 2,2 k \geq l$, and if $p_{1} \in\left(-m_{1}\right) g \cap P$,
$p_{2} \in\left(-m_{2}\right) g \cap P, q \in n g \cap P$, then the relation

$$
\left(p_{1}^{t-1} p_{2} q^{k}\right)^{2}=\left(p_{1}^{t} q^{l}\right)\left(p_{1}^{t-2} p_{2}^{2} q^{2 k-l}\right)
$$

shows that $R$ is not quasi-2-factorial.
Theorem 3.8. Let $H$ be a Krull monoid, $G$ its class group, $g \in G$ and $n \in \mathbb{N}$ such that $2 \leq n \leq \operatorname{ord}(g)<\infty$. Suppose that each of the classes $j g(1 \leq j<\operatorname{ord}(g))$ contains at least $n+1$ distinct primes. Then there exist pairwise nonassociated atoms $u_{0}, u_{1}, \ldots, u_{n} \subset H$ such that $u_{0}^{n}=u_{1} \cdot \ldots u_{n}$.

Proof. Exactly as in the special case which is in [13, Theorem 1].

## 4. Finitely primary monoids and one-dimensional domains

A monoid $T$ is called finitely primary of rank $s \in \mathbb{N}$ and of exponent $\alpha \in \mathbb{N}$, if it is a submonoid of a factorial monoid $F$ containing exactly $s$ mutually nonassociated prime elements $p_{1}, \ldots, p_{s}$,

$$
T \subset F=\left\langle p_{1}, \ldots, p_{s}\right\rangle \times F^{\times}
$$

satisfying the following conditions:

1. $T^{\times}=T \cap F^{\times}$.
2. For any $a=p_{1}^{\alpha_{1}} \cdots p_{s}^{\alpha_{j}} u \in F$ (where $\alpha_{1}, \ldots, \alpha_{s} \in \mathbb{N}_{0}$ and $u \in F^{\times}$) the following two assertions hold true:
(a) If $a \in T \backslash T^{\times}$, then $\alpha_{1} \geq 1, \ldots, \alpha_{s} \geq 1$.
(b) If $\alpha_{1} \geq \alpha, \ldots, \alpha_{3} \geq \alpha$, then $a \in T$.

In the following, we use the terminology of [I5, Section 4]. For another characterization of finitely primary monoids see [9, Theorem 1].

Theorem 4.1. Let $T$ be a finitely primary monoid of rank $s$ and exponent $\alpha$, and suppose that $T$ is not factorial.
(i) If $s \geq 2$, then $T$ is not $s$-factorial and not (2 2 )-factorial.
(ii) If $s=\alpha=1$, then $T$ is not square-factorial.
(iii) If $s=1$ and $\alpha \geq 2$, then $T$ is not $\alpha$-factorial.

Proof. (i) For each $1 \leq i \leq s$ notice that

$$
a_{i}=\left(p_{1} \cdots p_{s}\right)^{\alpha} p_{i}^{\alpha}
$$

is an atom of $T$. Hence

$$
a_{1} \cdots a_{s}=\left(p_{1}^{x} \cdots p_{s}^{x}\right)^{s+1}
$$

showing that $T$ is not $s$-factorial.

In order to prove that $T$ is not ( $2 \alpha$ )-factorial, choose any $N \geq 2 \alpha$ and consider the clement

$$
a=\left(p_{1} \cdots p_{s}\right)^{(N+1) x}=\left[p_{1}^{\alpha}\left(p_{2} \cdots p_{s}\right)^{N x}\right]\left[p_{1}^{N x}\left(p_{2} \cdots p_{s}\right)^{\chi}\right] .
$$

Each factor on the right-hand side has a factorization into at most $\alpha$ factors, so $a$ has a factorization into at most $2 \alpha$ factors. The left-hand side shows that $a$ has a factorization into at least $N+1>2 \alpha$ factors.
(ii), (iii) Set $p=p_{1}$, and let $\mathrm{I} \leq c \leq \alpha$ be minimal such that $p^{c} \varepsilon \in T$ for some $\varepsilon \in F^{\times}$.

Case 1: $c=\alpha=1$. Since $T$ is not factorial, there exist some $\eta \in F^{\times} \backslash T^{\times}$. The elements $p^{\alpha}, p^{\alpha} \eta$ and $p^{\alpha} \eta^{-1}$ are nonassociated atoms of $T$, and the relation $\left(p^{\alpha}\right)^{2}=$ $\left(p^{\alpha} \eta\right)\left(p^{\alpha} \eta^{-1}\right)$ shows that $T$ is not square-factorial.

Case 2: $c=\alpha \geq 2$. Here the relation $\left(p^{\alpha}\right)^{\alpha+1}=\left(p^{\alpha+1}\right)^{x}$ shows that $T$ is not $\alpha$-factorial, since $p^{\alpha}$ and $p^{\alpha+1}$ are atoms.

Case 3: $c<\alpha$. Note that this case can only occur for $\alpha>1$. Since $p^{c} \varepsilon$ is an atom of $T$, the relation $\left(p^{c} \varepsilon\right)^{x}=\left(p^{\alpha}\right)^{c-1}\left(p^{\alpha} \varepsilon^{x}\right)$ shows that $T$ is not $\alpha$-factorial.

Theorem 4.2. Let $R$ be a one-dimensional quasilocal domain such that the complete integral closure $\hat{R}$ of $R$ is a semilocal principal ideal domain, $\hat{R} \neq R$ and $[R: \hat{R}] \neq 0$. Then $R$ is not square-factorial.

Proof. By [9, Theorem 2], the multiplicative monoid $R^{\bullet}$ is finitely primary of rank $s=|\max (\hat{R})|$ and

$$
\hat{R}^{\bullet}=\left\langle p_{1}, \ldots, p_{s}\right\rangle \times \hat{R}^{\times}
$$

where $p_{1}, \ldots, p_{s}$ is a system of nonassociated primes of $\hat{R}$. The conductor $[R: \hat{R}]$ is of the form

$$
[R: \hat{R}]=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{s}^{\alpha_{1}} \hat{R}
$$

where $\alpha_{1}, \ldots, \alpha_{s} \in \mathbb{N}$ (then $R \backslash\{0\}$ is of exponent $\max \left(\alpha_{1}, \ldots, \alpha_{s}\right)$ ). We set $p=p_{1}, \boldsymbol{x}=\alpha_{1}$ and consider several cases.

Case 1: $s=\alpha=1$. See Theorem 4.1.
Case 2: $s=1, \alpha \geq 2$. Let $1 \leq c \leq \alpha$ be minimal such that $u=p^{c} \varepsilon \in R$ for some $\varepsilon \in \hat{R}^{\times}$.

Case 2A: $c=\alpha$. Since $\eta=1+p \in \hat{R}^{\times} \backslash R^{\times}$, the elements $p^{\alpha}, p^{\alpha} \eta$ and $p^{\alpha} \eta^{-1}$ are nonassociated atoms of $R$, and $\left(p^{\alpha}\right)^{2}=\left(p^{\alpha} \eta\right)\left(p^{\alpha} \eta^{-1}\right)$.

Case 2B: $c<\alpha$. Since $p^{x-c} \hat{R} \not \subset R$, there exists some $\theta \in \hat{R}$ such that $\varepsilon^{-1} \theta p^{x-c} \notin R$, and consequently $\eta=1+\varepsilon^{-1} \theta p^{\alpha-c} \in \hat{R}^{\times} \backslash R^{\times}$. Therefore,

$$
v=u \eta=u+\theta p^{\alpha} \in R
$$

and

$$
w=u \eta^{-1}=u+\left(-\theta \eta^{-1}\right) p^{x} \in R
$$

are atoms of $R$, which are not associated to $u$. Since $u^{2}=v w$, the assertion follows.
Case 3: $s \geq 2$. We set $q=p_{2}^{\alpha_{2}} \cdots p_{s}^{x_{s}}$.
Case 3A: For all $\beta \geq 1$, if $p^{\beta} q$ lies in $R$, then it is an atom of $R$. Then

$$
p^{x} q, p^{\alpha+1} q, p^{\alpha+2} q
$$

are nonassociated atoms of $R$ satisfying

$$
\left(p^{\alpha+1} q\right)^{2}=\left(p^{x} q\right)\left(p^{x+2} q\right)
$$

Case 3B: There exists some $\beta \geq 1$ such that $p^{\beta} q$ is a reducible element of $R$. An atom $a$ of $R$ dividing $p^{\beta} q$ is of the form

$$
a=p^{3} p_{2}^{3 / 2} \cdots p_{s}^{3>} \varepsilon
$$

where $\gamma \geq 1,1 \leq \gamma_{i}<\alpha_{j}$ for $j=2, \ldots, s$ and $\varepsilon \in \hat{R}^{\times}$. Now, let $u \in R$ be an atom of the form

$$
u=p^{\prime \prime} q_{0}
$$

where $\gamma^{\prime} \geq 1, q_{0}=p_{2}^{2} \cdots p_{s}^{\prime \prime 2} \varepsilon \in \hat{R}, 1 \leq \gamma_{j}<\alpha_{j}, \varepsilon \in \hat{R}^{\times}$and assume that there is no atom $\tilde{u}$ in $R$ properly dividing $u$ in $\hat{R}$. We set $q_{1}=p_{2}^{x_{2}-\gamma_{2}} \cdots p_{s}^{x_{1}-\gamma_{s}} \varepsilon^{-1} \in \hat{R}$ and $q=q_{0} q_{1}$. Since $p^{\alpha} q_{1} \hat{R} \not \subset R$, there exists some $\theta \in \hat{R}$ such that $\theta p^{x} q_{1} \notin R$, and consequently $\eta=1+\theta p^{\alpha} q_{1} \in \hat{R}^{\times} \backslash R^{\times}$. Therefore

$$
v=u \eta^{-1}=u+\theta p^{x+\gamma} \in R
$$

and

$$
w=u \eta^{-1}=u+\left(-\theta \eta^{-1}\right) p^{x+\gamma} q \in R
$$

are atoms of $R$ which are not associated to $u$. Since $u^{2}=v w$, the assertion follows.
In order to globalize Theorem 4.2, we need some additional technical tools which we formulate in the language of monoids.

Lemma 4.3. Let $\left(H_{i}\right)_{i \in A}$ be a family of monoids and $H=\coprod_{i \in \Lambda} H_{i}$. If $H$ is $n$-factorial (resp. quasi-n-factorial or square-factorial), then so are all $H_{j}$.

Proof. We may assume that all $H_{\lambda}$ are reduced. Then we apply Lemma 3.1(i) to the natural injections $H_{\lambda} \rightarrow H$.

Recall that an integral domain $R$ is weakly Krull if and only if every proper principal ideal of $R$ has a (finite) primary decomposition where all the associated primes have height 1 . If $R$ is weakly Krull, we denote by $X^{1}(R)$ the set of prime ideals of height 1 of $R$ and by $C l_{t}(R)$ the $t$-class group of $R$ (see [3, 14]).

Corollary 4.4. Let $R$ be a weakly Krull domain with $C l_{t}(R)=0$. If $R$ is $n$-factorial (resp. quasi-n-factorial or square-factorial), then so are all $R_{p}$ for $p \in X^{1}(R)$.

Proof. Since $C l_{t}(R)=0$, we have an isomorphism of monoids

$$
R^{\#} \rightarrow \coprod_{p \in X^{1}(R)} R_{p}^{\#}
$$

where $R^{\#}=\left(R^{\bullet}\right) / R^{\times}$is the associated reduced monoid of the multiplicative monoid of $R$ (see the main result of [4]). Now the assertion follows from Corollary 3.1(ii).

Theorem 4.5. Let $R$ be a one-dimensional noetherian domain such that $\operatorname{Pic}(R)=0$, the integral closure $\bar{R}$ of $R$ is a finitely generated $R$-module and $\bar{R} \neq R$. Then $R$ is not square-factorial.

Proof. Since $R$ is weakly Krull, $C l_{t}(R)=\operatorname{Pic}(R)=0$, and Corollary 4.4 applies. Therefore it is sufficient to prove that $R_{p}$ is not square-factorial for some $p \in \max (R)$. Since there exists some $p \in \max (R)$ such that $\bar{R}_{p} \neq R_{p}$, the assertion follows from Theorem 4.2.

An atomic integral domain $R$ is called a Cohen-Kaplansky domain (CK-domain) if it has finitely many nonassociated irreducible elements, and a generalized CohenKaplansky domain (generalized CK-domain) if it has finitely many nonassociated irreducible elements which are not prime.

Theorem 4.6. Let $R$ be a generalized CK-domain which is not factorial. Then $R$ is not square-factorial.

Proof. By [1, Theorem 4] or [14, Lemma 4.11], $R$ is weakly Krull and $C l_{1}(R)=0$. Thus, by Corollary 4.4, it suffices to prove that $R_{p}$ is not quasi-2-factorial for at lcast one $p \in X^{1}(R)$. By [1, Theorem 6], the integral closure $\bar{R}$ of $R$ is factorial. Therefore we have $\bar{R} \neq R$ and hence $\overline{R_{p}} \neq R_{p}$ for some $p \in X^{\prime}(R)$. Since $R_{p}$ is a CK-domain, its integral closure $\overline{R_{p}}$ is a DVR and $\left[R_{p}: \overline{R_{p}}\right] \neq 0$ by [2, Theorem 2.4]. Therefore $\overline{R_{p}}$ is the complete integral closure of $R_{p}$, and Theorem 4.2 shows that $R_{p}$ is not square-factorial.

Theorem 4.7. Let $R$ be a nonmaximal order in an algebraic number field. Then $R$ is not square-factorial.

Proof. If $\operatorname{Pic}(R)=0$, the assertion follows from Theorem 4.5. Thus we suppose that $\operatorname{Pic}(R) \neq 0$. Let $f$ be the conductor of $R$, and

$$
H=\{a \in R \mid a R+f=R\} .
$$

It follows from [11, Section 3] that $H$ is a Krull monoid with finite class group $\operatorname{Pic}(R)$, and every class of $H$ contains infinitely many primes. Therefore $H$ is not square-factorial by Theorem 3.4(i), and Lemma 3.1(ii), applied to $H \hookrightarrow R \backslash\{0\}$, completes the proof.

Remark. Theorem 4.7 continues to hold for orders in homomorphy rings of global fields as considered in [11].

We close with three results concerning polynomial and power series rings.
Theorem 4.8. Let $R$ be an integral domain. Then $R[X]$ is $2-$ factorial if and only if $R$ (and hence $R[X]$ ) is factorial.

Proof. Suppose that $R[X]$ is 2 -factorial. Let $a \in R$ be an atom. We show that $a$ is prime. This proves that $R$ (and hence $R[X]$ ) is factorial. Suppose that $a \mid b c$ (where $b, c \in R-\{0\}$ ), but $a \nmid b$ and $a \nmid c$. Then $a X+b$ and $a X+c$ are atoms in $R[X]$. Now $a \mid b c$ gives that $a$ divides the coefficients of $(a X+b)(a X \mid c)$, so $(a X \mid b)(a X+$ $c)=a f$ for some $f \in R[X]$. But then factoring $f$ into irreducibles gives a different factorization of $(a X+b)(a X+c)$, contradicting the hypothesis that $R[X]$ is 2-factorial.

Remark. If we assume in Theorem 4.8 that $R$ is integrally closed, then $R[X]$ 2-factorial can be replaced by $R[X]$ quasi-2-factorial. To see this, we show that in the factorization $(a X+b)(a X+c)=a f, f$ must be irreducible. First, assume that $a \mid f$ in $R[X]$. Then $X^{2}+[(b+c) / a] X+\left(b c / a^{2}\right) \in R[X]$ gives that $-b / a$ and $-c / a$ are integral over $R$, a contradiction. Hence, suppose that $f=a X^{2}+(b+c) X+b c / a$ has a monic linear factor. Then this factor must be cither $X+b / a$ or $X+c / a$, neither of which is in $R[X]$ since $a \nmid b$ and $a \dagger c$.

Theorem 4.9. Let $K \subset L$ be integral domains such that $K^{\times} \neq L^{\times}$. Then $R=K+X L[X]$ is not square-factorial.

Proof. For the proof, take $\alpha \in L^{\times} \backslash K^{\times}$, and consider the equation $X^{2}=(\alpha X)\left(\alpha^{-1} X\right)$. Since $X$ and $\alpha X$, as well as $X$ and $\alpha^{-1} X$, are nonassociated atoms of $R$, the assertion follows.

Theorem 4.10. Let $R$ be an atomic integral domain. Then $R[[X]]$ quasi-2-factorial implies that $R$ is factorial.

Proof. In the proof of Theorem 4.8, replace the terms $a X+b$ and $a X+c$ by $a+b X$ and $a+c X$. Then $a+b X$ and $a+c X$ are atoms in $R[[X]]$ and $(a+b X)(a+c X)=$ $a^{2}+a(b+c) X+b c X^{2}=a\left(a+(b+c) X+(b c / a) X^{2}\right)$ are two distinct factorizations of $(a+b X)(a+c X)$ into two atoms.
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